Abstract

While graph neural networks (GNNs) provide a powerful way to learn structured representations, it remains challenging to learn long-range dependencies in graphs. Recurrent gated GNNs only partly address this problem. In this paper, we propose a memory augmentation to a gated GNN which simply stores the previous hidden states in a cache. We show that the cache-memory gated GNN outperforms other models on synthetic datasets as well as tasks on real-world datasets that require long-range information.

1 Introduction

Graph neural networks (GNNs) provide a powerful framework for modeling complex structural data that exist in the real world [Scarselli et al., 2008]. A graph is a data structure that naturally represents arbitrary relationships among nodes, and is widely used in various domains, such as social, biological, and technological networks. GNNs assign each node a feature vector, and aggregate features from a node’s neighbors using a recursive message passing paradigm. After $k$ iterations of aggregation, the resulting feature vector captures information from the node’s $k$-hop neighborhood [Xu et al., 2018]. This paradigm allows the GNN to learn structured representations that may be useful for a variety of tasks such as relational reasoning [Battaglia et al., 2018], navigation [Zweig et al., 2020], and program verification [Li et al., 2015].

Ideally, a deep GNN with $L$ layers would effectively aggregate information from a node’s $L$-hop neighborhood. However, as $L$ increases, the receptive field of a given node increases exponentially. This makes learning long-range dependencies in GNNs an even more challenging problem than in recurrent neural networks, where recursion causes a linear, rather than exponential, increase in the information that needs to be captured by some fixed-length vector [Alon and Yahav, 2020]. This has been dubbed the over-squashing bottleneck of GNNs. Previous work has argued that this problem is quite widespread and is present in typical graph learning benchmarks [Alon and Yahav, 2020]. Recently, a long-range graph benchmark has been proposed to evaluate this specific shortcoming of many GNN architectures [Dwivedi et al., 2022]. This representational bottleneck is even more drastic for dynamic graphs, which are tasked with learning representations from topological structures that change over time [Xu et al., 2020, Kazemi et al., 2020].

One way of tackling this issue is to augment GNNs with some form of memory which can store information from more distant nodes [Xiong et al., 2020] or farther back in time [Ma et al., 2020, Rossi et al., 2020, Ma et al., 2022]. Advances in the design of memory mechanisms in other areas of machine learning [Graves et al., 2016], particularly in language modeling [Wu et al., 2022, Rae et al., 2019, Grave et al., 2017, Nematzadeh et al., 2020], suggest that this may be a rather effective way to make progress on long-range graph learning problems. In this work, we propose a cache-memory extension to a gated GNN which extends its ability to model long-range information. We show that...
the cache-memory gated GNN can capture information in a larger problem radius than other networks, including other previously proposed memory-augmented GNNs.

2 Related work

Our work is related to other efforts to augment neural networks with different types of memory mechanisms. The classic example is some form of recurrent neural network (RNN), such as a long-short term memory (LSTM) network [Hochreiter and Schmidhuber 1997] as well as more recent modifications such as Gated Recurrent Units (GRUs) [Cho et al. 2014]. These have been adapted to create gated graph neural networks (GGNNs), which incorporates both recurrence and a GRU gating mechanism in the propagation stage to improve long-term information propagation across the graph [Li et al., 2015]. The GGNN updates node information through recurrent propagation for a set number of timesteps $N$. At each timestep, the GRU update functions incorporate both information from neighboring nodes and information from the previous timestep to update the hidden state of each node $v$. While GGNNs may partly alleviate the over-squashing issue, previous work has shown that they still fail to propagate information from more distant nodes [Alon and Yahav 2020].

Beyond modifying the recurrent unit itself, some work has added other types of memory modules to RNNs, such as a stack memory (i.e. a pushdown automaton) [Joulin and Mikolov 2015, Yogatama et al. 2018] or a continuous neural cache [Grave et al. 2017]. The neural cache is a simple structure that stores the previous hidden states from the RNN, as well as a copy of the input. No transformation is applied to the information stored in memory or retrieved from memory. Our proposal is related to the continuous neural cache in that we store an untransformed history of the most recent hidden states in a memory – however, we do not store an additional copy of the input.

Beyond this, there has been work to augment other ANNs with differentiable memory mechanisms [Graves et al. 2014, 2016]. While these have not been adapted to work with GNNs, other work has proposed a variety of memory mechanisms for different GNN tasks (see Ma et al. 2022 for review). This includes anything from a static knowledge base [Moon et al. 2019] to some form of key-value memory [Khasahmadi et al. 2020, Ma et al. 2020]. These memory-augmented GNNs may store global graph information [Xiong et al. 2020] or retain some local structural information, such as position in an image [Khademi 2020]. Our proposal is most related to work that focuses on augmenting alongside some type of recurrent propagation.

3 Framework

Cache-memory Gated GNNs We propose a new memory-augmented GNN framework based on GGNNs, called “Cache-memory Gated GNNs (CGNNs)”, for capturing longer-range dependencies in the learned representation of graphs. Specifically, we propose to store the past hidden activations of gated GNNs in an external, non-differentiable cache memory and access them through a dot product with the current hidden activation (Eq. 7, Figure 1). This allows the history of aggregation computations to be incorporated when updating the node representations. While we define the formulations based on the propagation rule given in Li et al. 2015, our memory proposal is generally applicable to other forms of recurrent GNNs.

Given a graph $G = (V, E)$, where $V$ is the set of nodes, $E \subseteq V \times V$ is the set of edges. Let $|V|$ denote the number of nodes in the graph, $A$ be the adjacency matrix and $h_v^t$ denote the node representation for node $v$ at timestep $t$. Then the propagation rule of the gated GNN [Li et al., 2015] is given by:

\[ a_v^t = A_v^T [h_v^{t-1} \cdots h_v^{(1)}] + b \]  
\[ z_v^t = \sigma(W_z a_v^t + U_z h_v^{t-1}) \]  
\[ r_v^t = \sigma(W_r a_v^t + U_r h_v^{t-1}) \]  
\[ h_v^t = \text{tanh}(W_a a_v^t + U_a (r_v^t \odot h_v^{t-1})) \]  
\[ h_v^t = (1 - z_v^t) \odot h_v^{t-1} + z_v^t \odot h_v^t \]

Equations 3 and 4 define the update gate $z$ and the reset gate $r$, and depend on both the adjacency matrix and the previous timestep. These both alter the final hidden state $h_v^t$. For the CGNN, we
redefine Equation 5 to represent another intermediate, \( h_v^{t'} \). We then add a final equation which sums over the Hadamard product of the cached hidden states with \( h_v^{t'} \),

\[
h_v^{t'} = (1 - z_t^v) \odot h_v^{t-1} + z_t^v \odot \tilde{h}_v^t
\]

(6)

\[
h_v^t = \lambda h_v^{t'} + (1 - \lambda) \sum_{i=1}^{t-1} (h_v^{t'} \odot h_i^t)
\]

(7)

Together Equations 1-4, 6, and 7 represent our proposed CGNN. Note that the history of hidden states \( h_1 \cdots h_{|V|}^{t-1} \) is stored without any transformation to the hidden states. The hyperparameter \( \lambda \) which determines how much of the next hidden state relies on memories retrieved from the cache. The size of the memory cache (i.e. how many hidden states are stored) can also be set, but in the majority of experiments shown here we set this value to its maximum, which is \( N - 1 \), where \( N \) is the total number of timesteps considered.

4 Experiments

We consider five different GNN models in the performance comparison, including GCN [Kipf and Welling, 2016], MemGCN (the memory-augmented GCN from Xiong et al. [2020]), GAT [Veličković et al., 2017], GGNN [Li et al., 2015], and our proposed CGNN. We trained all models in an end-to-end manner using Adam optimizer with the default Pytorch configuration. We repeated each experiment three times and report the average and standard deviation. We tuned parameters such as the embedding size and \( \lambda \) on the validation set. For the NeighborsMatch dataset, we follow the settings in Alon and Yahav [2020] and set the number of layers in the GNNs to \( r + 1 \), where \( r \) is the problem radius. For the other two datasets, we treat the number of graph layers as a parameter and vary it from 1 to 5 on the validation set to obtain the optimal number. We also tune the embedding size of each GNN model on the validation set by doing grid search from \{16, 32, 64, 128\}. Both the MemGCN and CGNN have a hyperparameter \( \lambda \) which controls the weight they put on the component related to external memory. We tuned \( \lambda \) for both models on each validation set by doing grid search from \{0.1, 0.2, ..., 0.9\}. We use \( N = 6 \) as the number of timesteps considered in GGNN and CGNN.

NeighborsMatch. Alon and Yahav [2020] introduced a synthetic benchmark problem that requires long-range information. The goal is to predict which of the other graph nodes has the same number of neighbors \( n \) as the target node. We use the same settings as Alon and Yahav [2020] to generate 32,000 graphs per problem radius ranging from 2 to 8, and use 60% for training and 20% each for validation and test. We set the number of layers in the GNNs to \( r + 1 \), where \( r \) is the problem radius. Models are trained for 2000 epochs, \( 1e^{-3} \) learning rate and batch size 1024.

Reachability analysis. The DeepDataFlow datasets [Cummins et al., 2021] contains a set of graphs constructed from real-world LLVM-IR files for compiler analysis. We use 10,000 graphs from this dataset for the reachability analysis, which predicts a binary label indicating if a node is reachable from the root node of the graph. Due to a large class imbalance, we evaluate performance by
computing the precision of the predicted labels on the reachable class only [Ma et al., 2021]. Models are trained for 500 epochs at a learning rate of $1e^{-3}$ and a batch size of 64.

**Image analysis.** [Dwivedi et al., 2022] preprocessed the Pascal VOC 2011 image dataset [Everingham et al., 2010] to create the long-range graph learning benchmark PascalVOC-SP. Each image is represented as a graph, and each node corresponds to a region of the image with some semantic segmentation label. We use the same data splits and experimental setup as [Dwivedi et al., 2022] and train for 1000 epochs at a learning rate of $1e^{-4}$ with a batch size of 32.

**Performance Analysis.** Figure 2 shows the training accuracy of the GNN models over different problem radii for the NeighborsMatch task. We observe that as the problem radius increases beyond 3, all GNNs started to decline in the training performance, especially the GNN and MemGCN models. This is consistent with the findings in [Alon and Yahav 2020] regarding the bottleneck of GNNs in fitting long-range signals due to over-squashing. Our proposed CGNN model outperforms all the baseline GNNs in both training and test accuracy (Figure 2) at each problem radius, especially for larger problem radii $r > 4$. For instance, our model improves the testing accuracy by up to 12% (31% GGNN vs. 43% CGNN) on $r = 6$. Our results demonstrate that the cache memory augmentation in CGNN improves long-range representation learning in a graph for the NeighborsMatch problem.

![Figure 2: Train (left) and test (right) performance of GNNs over different problem radii on NeighborsMatch task.](image)

![Figure 3: Classification precision for predicting reachable nodes at various numbers of hops.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>0.826 ± 0.011</td>
</tr>
<tr>
<td>MemGCN</td>
<td>0.845 ± 0.010</td>
</tr>
<tr>
<td>GAT</td>
<td>0.833 ± 0.011</td>
</tr>
<tr>
<td>GGNN</td>
<td>0.865 ± 0.009</td>
</tr>
<tr>
<td>CGNN</td>
<td><strong>0.892 ± 0.009</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>0.125 ± 0.011</td>
</tr>
<tr>
<td>MemGCN</td>
<td>0.196 ± 0.018</td>
</tr>
<tr>
<td>GAT</td>
<td>0.183 ± 0.034</td>
</tr>
<tr>
<td>GGNN</td>
<td>0.272 ± 0.030</td>
</tr>
<tr>
<td>CGNN</td>
<td><strong>0.294 ± 0.023</strong></td>
</tr>
</tbody>
</table>
Table 1 and Figure 3 show the performance of the models on the DeepDataFlow dataset. We find that the CGNN outperforms all of the other GNNs on the reachability analysis. Notably, the performance improvement grows with an increasing number of hops from the root node (Figure 3), illustrating that the CGNN is particularly helpful for learning long-range interactions in code graphs.

Moreover, we observe from Table 2 that CGNN achieved the highest F1 score in the node classification task on PascalVOC-SP. This indicates CGNN’s superior capability in learning long-range dependencies between regions on images compared to the baseline GNNs.

**Computational and Memory Complexity Analysis.** While the cache memory mechanism in CGNN brings the performance improvements on the graph learning tasks as demonstrated above, we now analyze the cost introduced by the cache to the gated GNN. According to Eq. 7, the time complexity introduced for each layer by using the cache memory in updating node representations is $O(N \times |V| \times D)$, where $D$ is a constant that represents the dimension of the node hidden features, $N$ is the number of timesteps, and $|V|$ is the number of nodes. The memory complexity is also $O(N \times |V| \times D)$ because we set the size of the memory cache to its maximum, $N - 1$.

In practical applications, the cache size can be varied to determine how many hidden states to store in the memory. In order to provide some insights on how the cache size in CGNN may affect its performance, we conducted experiments on the DeepDataFlow dataset and the PascalVOC-SP with different cache sizes from the range of $\{0, 2, 4, 6, \ldots, 20\}$, where we use $N = 20$ for the number of timesteps. When the cache size $k$ is less than $N - 1$, we only store the most recent $k$ hidden states in the cache. As we can see from Figure 4, as the cache size increases, the performance of CGNN climbs first until reaching the peak and then starts to decline. This indicates that while storing and using the past hidden states in memory could help improve the learning capabilities of the gated GNNs, incorporating too much prior history information could hinder the performance improvement by the memory. Therefore, selecting the proper cache size or having a mechanism to control what is stored in memory is important when applying such memory models in practice.

![Figure 4: Performance of CGNN with different cache sizes on DeepDataFlow and PascalVOC-SP](image)

**5 Conclusion and Future Directions**

We found that the cache-memory gated GNN (CGNN) outperforms all the models we tested, including the GGNN, GCN, and memory-augmented MemGCN, on tasks that require long-range information to be propagated across the graph. This includes the synthetic NeighborsMatch task, as well tasks on real-world datasets such as images. However, the tasks that we show here only address memory for information across the graph, rather than across time. Future work should investigate the use of the CGNN to model temporal data such as video. The current proposal stores all recent timesteps, which may be suboptimal when modeling long temporal sequences. Some mechanism to control what is stored in memory may be required. We also did not investigate how the CGNN may address over-squashing in dynamic graphs. Finally, recent work has suggested that long-range relationships can be captured by Graph Transformer architectures [Dwivedi et al., 2022, Rampášek et al., 2022]. Future investigations should compare memory-augmented models like the CGNN to Transformers, and evaluate the strengths and weaknesses of each.
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A Appendix

A.1 Detailed Descriptions of Datasets

NeighborsMatch [Alon and Yahav, 2020] introduce this synthetic benchmark problem that requires long-range information. For some example graph in the dataset, each node has an alphabetical label (e.g. A, B, C...) and a number of neighbors \( n \). Given some target node, the task is to predict which of the other graph nodes has the same number of neighbors \( n \) and return the corresponding alphabetical label (e.g. node C). Every example in the dataset has a different mapping between the label and number of neighbors, so solving this problem requires message propagation and matching for every graph in the dataset. To control the receptive field size required to solve the problem, each target node is the root of a binary tree of some depth \( r \), a.k.a. the problem radius.

Reachability analysis The DeepDataFlow datasets [Cummins et al., 2021] contains a set of graphs constructed from a corpus of real-world LLVM-IR files from various sources (e.g. C, C++, OpenCL, etc.) for compiler analysis. We use 10,000 graphs from this dataset for the control reachability analysis, which predicts if a node (i.e., instruction) is reachable from the root node (i.e., starting code instruction) of the graph. This set of graphs have an average of 1370 nodes and 2390 edges, and each node comes with inst2vec [Ben-Nun et al., 2018] features and a binary label indicating if it is reachable from the root.

PascalVOC-SP [Dwivedi et al., 2022] preprocessed the Pascal VOC 2011 image dataset [Everingham et al., 2010] to create this long-range graph learning benchmark. Each image is represented as a graph, and each node corresponds to a region of the image with some semantic segmentation label. There are a total of 21 class labels, and the dataset has an average of 479 nodes and 2710 edges. We use the same data splits and experimental setup as [Dwivedi et al., 2022]: 8498 training graphs, 1428 validation, and 1429 test.

A.2 Details of the Compared Methods

We compare the performance of the proposed CGNN model with four other GNN models: GCN [Kipf and Welling, 2016], MemGCN [Xiong et al., 2020], GAT [Veličković et al., 2017], and GGNN [Li et al., 2015]. For the NeighborsMatch dataset, we follow the settings in [Alon and Yahav, 2020] and set the number of layers in the GNNs to \( r + 1 \), where \( r \) is the problem radius. For the other two datasets, we treat the number of graph layers as a parameter and vary it from 1 to 5 on the validation set to obtain the optimal number. We also tune the embedding size of each GNN model on the validation set by doing grid search from \{16, 32, 64, 128\}. Both the MemGCN and CGNN have a hyperparameter \( \lambda \) which controls the weight they put on the component related to external memory. We tuned \( \lambda \) for both models on each validation set by doing grid search from \{0.1, 0.2, ..., 0.9\}. We use \( N = 6 \) as the number of timesteps considered in GGNN and CGNN.

A.3 Additional Results

In addition to the training and testing performance plots shown in Figure 2 of Section 4.2, here we also provide the detailed numbers for these performance with average accuracy as well as standard deviation in Table 3 and Table 4.

Table 3: Training accuracy of the GNN models over different problem radii on the NeighborsMatch dataset (mean ± std).

<table>
<thead>
<tr>
<th>problem radius</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
<th>( 5 )</th>
<th>( 6 )</th>
<th>( 7 )</th>
<th>( 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>1.0 ± 0.0</td>
<td>1.0 ± 0.0</td>
<td>0.69 ± 0.02</td>
<td>0.17 ± 0.03</td>
<td>0.14 ± 0.03</td>
<td>0.08 ± 0.03</td>
<td>0.07 ± 0.03</td>
</tr>
<tr>
<td>MemGCN</td>
<td>1.0 ± 0.0</td>
<td>1.0 ± 0.0</td>
<td>0.76 ± 0.02</td>
<td>0.31 ± 0.03</td>
<td>0.21 ± 0.03</td>
<td>0.11 ± 0.03</td>
<td>0.10 ± 0.03</td>
</tr>
<tr>
<td>GAT</td>
<td>1.0 ± 0.0</td>
<td>1.0 ± 0.0</td>
<td>0.95 ± 0.01</td>
<td>0.39 ± 0.02</td>
<td>0.20 ± 0.02</td>
<td>0.15 ± 0.02</td>
<td>0.10 ± 0.03</td>
</tr>
<tr>
<td>GGNN</td>
<td>1.0 ± 0.0</td>
<td>1.0 ± 0.0</td>
<td>0.96 ± 0.01</td>
<td>0.57 ± 0.02</td>
<td>0.36 ± 0.02</td>
<td>0.20 ± 0.03</td>
<td>0.15 ± 0.03</td>
</tr>
<tr>
<td>CGNN</td>
<td>1.0 ± 0.0</td>
<td>1.0 ± 0.0</td>
<td>0.98 ± 0.01</td>
<td>0.65 ± 0.02</td>
<td>0.47 ± 0.02</td>
<td>0.31 ± 0.02</td>
<td>0.19 ± 0.03</td>
</tr>
</tbody>
</table>
Table 4: Testing accuracy of the GNN models over different problem radii on the NeighborsMatch dataset (mean ± std).

<table>
<thead>
<tr>
<th>problem radius</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>0.98 ± 0.01</td>
<td>0.96 ± 0.01</td>
<td>0.63 ± 0.02</td>
<td>0.13 ± 0.03</td>
<td>0.08 ± 0.03</td>
<td>0.06 ± 0.03</td>
<td>0.05 ± 0.03</td>
</tr>
<tr>
<td>MemGCN</td>
<td>0.98 ± 0.01</td>
<td>0.97 ± 0.01</td>
<td>0.71 ± 0.02</td>
<td>0.27 ± 0.03</td>
<td>0.16 ± 0.03</td>
<td>0.08 ± 0.03</td>
<td>0.07 ± 0.03</td>
</tr>
<tr>
<td>GAT</td>
<td>0.98 ± 0.01</td>
<td>0.97 ± 0.01</td>
<td>0.88 ± 0.02</td>
<td>0.34 ± 0.02</td>
<td>0.16 ± 0.02</td>
<td>0.12 ± 0.02</td>
<td>0.08 ± 0.03</td>
</tr>
<tr>
<td>GGNN</td>
<td>0.99 ± 0.01</td>
<td>0.98 ± 0.01</td>
<td>0.90 ± 0.01</td>
<td>0.53 ± 0.02</td>
<td>0.31 ± 0.02</td>
<td>0.18 ± 0.03</td>
<td>0.13 ± 0.03</td>
</tr>
<tr>
<td>CGNN</td>
<td>0.99 ± 0.01</td>
<td>0.98 ± 0.01</td>
<td>0.93 ± 0.01</td>
<td>0.62 ± 0.02</td>
<td>0.43 ± 0.02</td>
<td>0.29 ± 0.02</td>
<td>0.18 ± 0.03</td>
</tr>
</tbody>
</table>